* X o

o< ABSTRACTION

Funded by European Resea

ALMA MATER STUDIORUM the European Union

UNIVERSITA DI BOLOGNA

Unlocking meaning from experience through language
ERC-2021-STG-101039777 www.abstractionproject.eu. @Abstraction_ ERC

JUNE 2022- MAY 2027

ABSTRACTION outputs 2024

21.02.2025 - VU, Amsterdam

ABSTRACTION

IN
CREATIVITY

Funded by the European Union (GRANT AGREEMENT: ERC-2021-STG-101039777). Views and opinions expressed are however those of the author(s) only and do not necessarily reflect
those of the European Union or the European Research Council Executive Agency. Neither the European Union nor the granting authority can be held responsible for them.


http://www.abstractionproject.eu/

DISENTANGLING ABSTRACTION VARIABLES

(Abstractness) Concreteness Specificity
* the degree of perceptibility of aword referent ¢ the degree of precision of a word meaningin
* aquality of concept (word) that has often terms of category inclusiveness

exemplified by multiple interactive elements * taxonomic hierarchical organization
with low percetual similairy.
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OVERVIEW OF ABSTRACTION STUDIES
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* Do concreteness and specificity affect
conversational dynamics? THOUGHT LANGUAGE

* How language-mediated abstraction ability data- E
unfolds across ages and over time?
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* How abstractness & inclusiveness shape language?
* How do LLMs interpret generic sentences?

LLMs



DO
CONCRETENESS
& SPECIFICITY
AFFECT

CONVERSATIO-
NAL DYNAMICS?
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Abstractness impacts conversational dynamics

Claudia Mazzuca ™ ', Caterina Villani ', Tommaso Lamarra ", Marianna Marcella Bolognesi ",
Anna M. Borghi ™
e o ° COGSCI
Abstract Sentences elicit more Uncertainty and 4
Curiosity than Concrete Sentences
Mazzuca, Villani, Lamarra, Bolognesi, Borghi EB%AM-II-?(S)%

July 24-27 « Rotterdam

How does sentence specificity shape
uncertainty and curiosity in
conversational dynamics?
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Abstraction Ladder: Ihlll" OblLLt
shape, polygon, quadnlltual

GEWERC 205
parallelogram, rectangle, rhom-

HOW DO LLMS Wordnet & Word Ladders: bus, square
REPLICATE THE Climbing the abstraction taxonomy

with LLMs
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HOW DO LLMS
REPLICATE
SPECIFICITY
SCORES?
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Yet another approximation of human
semantic judgments using LLMSs... but with
quantized local models on novel data

Andrea Amelio Ravelli* Marianna Marcella Bolognesi®




HOW ARE WORD
SPECIFICITY
A\[D
CONCRETENESS
USED IN
POLITICAL
DEBATES?

Red and blue language:
Word choices in the Trump & Harris 2024 presidential debate
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Abstract

Political debates are a peculiar type of political discourse, in which candidates directly
confront one another, addressing not only the the moderator’s gquestions, but also their
opponent’s statements, as well as the concerns of voters from both parties and undecided
voters. Therefore, language is adjusted to meet specific expectations and achicve
persuasion. We analyse how the language of Trump and Harris during the Presidential
debate (September 10th 2024) differs in relation to semantic and pragmatic features, for
which we formulated targeted hypotheses: framing values and ideclogy, appealing to
cmotion, using words with different degrees of concreteness and specificity, addressing
others through singular or plural pronouns. Our findings include: differences in the use
of figurative frames (Harris often framing issues around recovery and empowerment,
Trump often fecused on erisis and decline); similar use of emotional language, with
Trump showing a slight higher tendency toward negativity and toward less subjective
language compared to Harris; no significant difference in the specificity of candidates’
responses; similar use of abstract langnage, with Tromp showing more variability than
Harris, depemding on the subject discussed; differences in addressing the opponent, with
Trump not mentioning Harris by name, while Harris referring to Tromp frequently;
different vses of pronouns, with Harris using both singular and plural pronouns cqually,
while Tromp using more singular pronouns. The results are discussed in relation to
provions literature on Red and Blue langnage, which refers to distinet linguistic patterns
associated with conservative [Red) and liberal (Blue) political ideologies.
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ABRICOT - ABstRactness and Inclusiveness in COntexT:

A CALAMITA Challenge

Giovanni Puccetti®, Claudia Collacciani?, Andrea Amelio Ravelli®, Andrea Esuli! and

Marianna Marcella Bolognesi®

Token: Margherita

Text: Le margherite di fronte alla mia casa saranno
in piena fioritura.

Abstractness: 0.17

Inclusiveness: 0.187

(a) Example of sample for the Margherita token.

Token: Benzina
Text: La benzina é nella bottiglia del latte.
Abstractness: 0.064

Inclusiveness: 0.063

(c) Example of sample for a more concrete Benzina token.

Token: Ambizione
Text: La sua ambizione lo rovinera.
Abstractness: 0.478

Inclusiveness: 0.083

(b) Example of sample for the Ambizione token.

Token: Benzina
Text: In Italia é disponibile la benzina a 95 ottani.

Abstractness: 0.5

Inclusiveness: 0.653

(d) Example of sample for a more abstract Benzina token.



HOW DO LLMS
INTERPRET
GENERIC

SENTENCES?

Quantifying Generalizations: Exploring the Divide
Between Human and LLMSs’ Sensitivity to Quantification

Collacciani, Rambelli, Bolognesi

LLMs do not show a strong sensitivity to quantifiers.
- they do not have the commonsense knowledge required to interpret

quantified sentences with respect to their semantic content.

But they seem to have encoded a meaning associated with
the generic form.
This default interpretation of generics mirrors that of humans.

What is the correct completion? Birds
fly, therefore...

no birds fly.

few birds fly.

some birds fly.

most birds fly.

all birds fly.
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